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Introduction
• We moved from hardware centric to software centric and now

data centric architectures.

• 5G use-cases and its varied traffic distribution have stringent 
latency, data rate, bandwidth than 4G LTE.

• Availability, Reliability and Scalability properties are expected of 
5GS to ensure the above requirements of KPIs. 

• Virtualization has helped to achieve scalability

• Stateless Network Functions helps in achieving resiliency and 
hence reliability.

Tight coupling of 
Hardware and software

Virtual Software + 
Commodity Hardware

Virtual Software 
Functions + DataStore
+ Commodity Hardware

Toward statelessness = Towards resilience

Scalability
Resilence

Scalability
Resilence

Scalability
Resilence

Tight coupling of 
Hardware and software

Virtual Software + 
Commodity Hardware

Virtual Software 
Functions + DataStore
+ Commodity Hardware

Software Hardware
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State of Art : Architectures 
• Various architecture options were proposed

to provide resiliency and lower latency.

• Network function vs Instances

• 1:1 Mapping

• 1:N Mapping

• N:2 Mapping

• N:1 Mapping

• In our experimentation, we consider 1:1 and 

1:N

T. Taleb et al., "EASE: EPC as a service to ease mobile core network deployment over cloud," in IEEE Network, vol. 29, no. 2, pp. 78-88, March-April 2015.
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Today’s Resilency Solutions

Access 
Network

gNBUE

Load Balancer

MME /AMF MME /AMF 

Synchronization

Active - Active

MME /AMF MME /AMF 
Standby

Synchronization

Active  

5G
 C

or
e

Active - Standby

S1/N2

• Active – Active : 
• Both systems are active 
• Need high degree of synchronization (30% 

CPU resources)
• Expensive

• Active – Standby: 
• One stand-by system
• Expensive

• Both options take few seconds to 
minutes to resume services apart from
being expensive
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Stateless Concept – 3Ws
• What to Store ?

• UE information exchanged between
network entities like IMSI, TA etc.

• State storage template design can be,
• One State 
• Multiple States

IMSI
GUTI
UE IP address
-
eNB S1AP UE ID
MME S1AP UE ID 

ECGI 
TAI
TAI List 
-
-
NAS Security Info 
-

Default APN 
APN in Use 
EPS Bearer ID 
-
E-RAB ID
S1 TEID (UL/DL)
S5 TEID (UL/DL)
QCI
ARP
UE-AMBR (UL/DL) 
APN-AMBR (UL/DL)
-
Subscribed Profile 
(Subscribed QCI, ARP, 
UE-AMBR, APN-AMBR)

MME

-
-
-
C-RNTI
eNB S1AP UE ID
MME S1AP UE ID 

ECGI 
TAI
-
-
-
-
AS Security Info

-
-
EPS Bearer ID 
DRB ID
E-RAB ID
S1 TEID (UL/DL)
-
QCI
ARP
UE-AMBR (UL/DL) 
-
-
-

eNB

IMSI
GUTI
UE IP address
C-RNTI
-
-

ECGI 
TAI
TAI List
-
LTE K
NAS Security Info
AS Security Info

APN
APN in Use
EPS Bearer ID 
DRB ID
-
-
-
QCI
-
-
APN-AMBR (UL)
TFT (UL)
-

UE

IMSI
-
-
-
-
-

ECGI 
TAI
-
-
-
-
-

-
APN in Use 
EPS Bearer ID 
-
-
S1 TEID (UL/DL)
S5 TEID (UL/DL)
QCI
ARP
-
-
-
-

S-GW

IMSI
-
UE IP address
-
-
-

ECGI 
TAI
-
-
-
-
-

-
APN in Use 
EPS Bearer ID 
-
-
-
S5 TEID (UL/DL)
QCI
ARP
-
APN-AMBR (UL/DL)
TFT (UL/DL)
-

P-GW

GUTI, Context Type User Identification

GUTI, Context Type Location Info

GUTI, Context Type Security Info

GUTI, Context Type Bearer Context

GUTI UE context
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Stateless Concept – 3Ws
• When to Store ?

• Message-level
• Transaction-level
• Procedure-level

• Challenges
• Number of DB trasactions
• Bottle neck issues
• Consistency issues
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Stateless Concept – 3Ws
• Where to Store ?
• Hierachical storage is benificial

• We define Data Storage Levels (DSLs)
• Central storage

• Challenges ?
• Strong consistency
• Network latency
• Bottle neck issues
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Network Traffic Analysis
• LTE initial-attach traffic : objective is to understand 

the traffic at network entities.
• Volume

• Number of requests made by UE
• Number of requests/queries made by NF to 

datastore
• Size

• Bytes of signalling messages
• Bytes of state to/from datastore

• Frequency
• Influenced by both volume and size per unit 

time
• Only 60% of requests are accepted, 40% requests 

consume some network entity resources.
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s User Context Data @ 4G Network entities

Attach Success Data @ MME (MB/Min) Data @ S-GW (MB/Min)

Data @ P-GW (MB/Min) Total 4G data writes (MB/Min)

458 MB/min

Savita Sthawarmath, Eric Renault, Thierry Lejkin, Designing Stateless Control- Plane for Next-Generation Telecom Networks, IEEE MEDITCOM 
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User/Data-Plane Stateless ?
• High throughput is expected of an User-Plane function.

• Next-Generation User-Plane Fuction

• Data Plane Development Kit (DPDK)

• Vector Packet Processing (VPP)

• Intel Experiment

• 50K users

• 295 packets/sec (per UE)

• 32 - 40 microseconds PPL

2. Architecture

2.1 Typical Network Model

Figure 1 below illustrates a typical 
packet scheduling mechanism in many 
of todayĕs networks. The network 
adapter determines the target worker 
core and ensures UE to core pinning.  
It then posts packets into a queue for 
a worker core to pull packets from and 
process them in sequential order 
while ensuring packet ordering for 
every packet of a given UE.  This 
typical model has an unintended 
consequence in which higher priority 
packets (e.g. VoLTE, URLLC) might get 
backed up behind low priority packets 
in the queue and is known as Ïead Öf-
Line-Blocking (ÏÖLB).  This can result 
in potentially higher latency£jitter for 
such packet flows, including drops 
and packet loss under high CPU load 
and traffic conditions. Furthermore, 
low priority traffic processing might 
also need higher compute complexity 
capabilities like Deep Packet 
Inspection (DPI), or Application 
Detection that can add to the overall 
latency for packet processing of high 
priority traffic.

2.2 Low Latency Model

To mitigate the unintended 
consequences that might occur in the 
typical network processing model, a 
solution could be to separate out packets 
based on ØoS flows (e.g. Guaranteed Bit 
Rate, Non-Guaranteed Bit Rate, Delay 
Critical Guaranteed Bit Rate), and then pin 
the processing of the packets belonging 
to such flows to dedicated worker cores. 
The implication of this approach could 
result in the network infrastructure not 
being optimally utilized and being over 
provisioned. Ïence, the goal of this work 
is to improve packet latency£jitter 
characteristics of åesignated low latency 
traffic types under all CPU load íæ÷æíô âïå 
õóâççêä conditions in the 5G system. This is 
implemented by: 

1. Enhancements to packet parsing
classification capabilities of the Intel®
Ethernet 800 Úeries Network Adapter
to be able to identify ØFI values in
GTP headersĕ PDU Session Container
as well as DSCP codes in IP headers.
These classifications are done by
software configurable header field
values via Dynamic Device
Personalization (DDP) capabilities.

�� Steering of packets into one or more
queue groups, with multiple queueô in
each queue group.  An example would
be steering high priority packets into
one queue group, medium priority
packets into a second queue group,
and low priority packets into a third
queue group.

 � Receive Side Scaling (RSS) based load
distribution of packets within queue
groups, such that queues within queue
groups can be assigned to worker
cores.

!� Enhancements to packet processing
scheduling logic in software that runs
on each of the worker cores, that polls
packets from one or more queues
based on its priority£weighted-priority
and processes packets.

Each worker core keeps track of its 
utilization (i.e. system loading at low 
granularity) and implements scheduling 
to pull packets from queues based on 
loading.  Under high loading, more   
weight is given to higher priority flows 
versus low priority flows; there by 
ensuring latency£jitter characteristic 
requirements are met. 

Figure 1. Typical and Desired UPF Latency Behavior

4Óðø Óâõæïäú "Î Ü×Í Üôêïè ×óêðóêõú Éâôæå ×âäìæõ Êíâôôêçêäâõêðï

UE gNB
DN

UPF

MEC

5G Core
N2

N4

N6

N6

N3

White Paper, Intel and SK Telecom, Low Latency 5G UPF Using Priority Based 5G Packet Classification 
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Quasi-Local Stateless Model
• Part 1 – UPF caches the UE context to external datastore like 3GPP UDSF (TS 29.598).

• Part 2 – Upon failure, a new instance fetches the UE context to process packets and caches it for
future purpose.

DN

UPF 
TS 23.214 
TS 29.244

SMF 
(PFCP)

1

UPF Cache
3

UDSF

2.1

2.2

DN

UPF 
TS 23.214 
TS 29.244

UPF Cache
1

UDSF

2

3

0
New

Part 1 Part 2
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One User-Plane Function case
• Traffic following data service request

• Over a period of 24h
• Data service request (non voice)

• Assumptions (based on Intel experiment)
• Number of UPFs = peak users/50K = 3 UPFs
• Data service requests @ one UPF = ~ 34% of total requests
• One data request = 295 packets 

• Applying Stateless Schemes
• True Stateless – every packet needs context fetch
• Quasi-Local Stateless – first packet of UE needs context fetch
• Stateful – no fetch, context always in local cache.

• E2E latency is maintained with Stateless UPF
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Failure Scenario

• Failure recovery
• Non-telecom service with Quasi-Local 

Scheme
• Service downtime approximates system 

unavailability.

• Instance boot time
• Simulation on Google Cloud Platform
• Average time of 25 seconds 
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Future Work
• Use Quasi-Local Stateless 

in real telecom system.
• Open 5GS – 5G SA core
• UERANSIM – UE, eNB

• Challenges
• Resource with 32+ GB of 

RAM
Text

gNB VM

UE VM

5G Control Plane VM

5G User Plane VM
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Conclusion

• Quasi-Local Model is well suited for User-Plane traffic

• Packet processing latency is close to current stateful systems.

• Indeed less expensive than that of dedicated redundant back-up systems.


